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Answer five questions, taking one from each unit.

UNITH

1. (a) If Disanintegral domainand f(X), g(x)€ D[X], prove that
deg(f(x).g(x)) =deg f (X)+deg g(x).
Show, by example, that for commutative ring Rit is possible that
deg( f (x).g(x)) <deg f (X)+deg g(x), where f(x) and g(X)

are non-zero elements in R[X]. 4
(b) Forevery prime p, show that X*'—1 = (x-1)(X-2)...(x~(p-1)) in
Z ,[X]. 5

(c) IfFisafield, | anon-zero ideal in F[X] and g(X) an element of F[X],

show that | = < g(x)> ifand only if g(X) is a non-zero polynomial of

minimum degreein . 5

2. (a) Proveordisprove whether reducibility over Q implies reducibility

over 7 . 4
(b) State and prove Eisenstein’s criterion for irreducibility of polynomials.
6

(c) Define zero of a polynomial and show that X* + 3x + 2 has four
zerosin Zy. 2

(d) Show by means of an example that Mod p irreducibility test may fail
for some prime p and work for others. 2
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3. (a) Prove thatthe ring of integers is a Euclidean domain. 4
(b) Show that any two non-zero elements in a unique factorization
domain (UFD) havea g.c.d. 6
(c) IfDisaEuclidean domain with measure d, prove that Uis a unit in D
ifand only ifd(u)=d(1). 4
4. (a) Prove thatevery PID is a UFD. Is the converse true? Justify. 8
(b) Define prime and irreducible elements and show that ina UFD, an
element is prime if and only ifit is irreducible. 6
UNITHII

5. (a) IfB={(-1,1,1),(1,-1,1),(1,1,—1)} is a basis of R?, find the dual
basis of B. 5
(b) If Wis a subspace of a finite dimensional vector space V over a field
F, prove that dim W+ dim W°= dim V, where W? is the annihilator
of W. 5
(c) IfTisalinear operator on a finite dimensional vector space V over a
field Fand o.e F is an eigen value of T, show that for any

polynomial p(x)e F(X), p(a) is aneigen value of p(T). 4

6. (a) Define invariant subspace and if T is a linear operator on a finite
dimensional vector space V, show that kernel of T and image of T
are invariant under T. 4

(b) If Tis a linear operator on R’ which is represented in the standard

5 -6 —6
ordered basis by the matrix A=| -1 4 2 |,provethatTis
3 -6 -4

diagonalizable by exhibiting a basis of R’ , each of which is an eigen
vector of T. 6



(c) If Tisalinear operator on a finite dimensional vector space V, show
that the roots of the minimal polynomial and the characteristic
polynomial of T are same, except for their multiplicities. 4

UNIT-HV

(a) State and prove Cauchy-Schwarz inequality for inner product space.
4

(b) Find an orthonormal basis of the vector space V of all real
polynomials of degree not greater than 2 in which the inner product is

defined as (8(X), (X)) = jol BC)W(X)dX. 6

(c) Define orthogonal complement and show that if Wis a non-empty
subset of an inner product space V over a field F, then the

orthogonal complement of W, denoted by W™ is a subspace of V. 4

(a) State and prove Bessel’s inequality. 6
(b) Is an orthogonal set of non-zero vectors of an inner product space
linearly independent? Justify. 4
(c) Show that an inner product over a vector space Vover R isa
bilinear form. 4
UNIT-V

(a) IfVisafinite dimensional inner product space and T is a linear
operator on V, prove that there exists a unique function T*:V —V

such that <T(x), y> = <X,T * (y)> VX, yeV .Also, show that T * is

linear. 5
(b) If Tis a self-adjoint operator on an inner product space V, show that

every eigen value of T is real and that eigen vectors of T

corresponding to distinct eigen values are orthogonal. 5
(c) If Tis anormal operator on an inner product space V over a field F,

show that T —al isnormal forevery o.e F . 4



10. (a) If Tisalinear operator on a finite dimensional complex inner product
space V, prove that T is normal if and only if there exists an
orthonormal basis for V consisting eigen vectors of T. 5

(b) If Vis an inner product space and T is a linear operator on V, show
that T is an orthogonal projection if and only if T has an adjoint T*
andT?=T=T". 6

(c) Show that the product of two self-adjoint operators on an inner
product space is self-adjoint if and only if the two operators
commute. 3




